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Abstract

Fault Diagnosis and Prognosis Model for Self—

Healing

The increasing complexity of distributed computing systems which involve a
great number of computing devices, has made a challenge of managing and
controlling such systems in an automated way. One obvious characteristic of
autonomic computing called self—healing is to accurately recognize system
real—time behavioral information and external environment knowledge and
reflect to abnormities via corrective repair strategies, which reduces human
intervention. Many Artificial Intelligent techniques including machine learning
are widely used in field of fault management which supports problem
determination. In this paper, we propose an approach to fault management for
self—healing based on probabilistic dependency analysis to provide not only
fault diagnosis but also fault prognosis functions. We use Bayesian network
algorithm to transform a complex system into a compact probabilistic
dependency model with various relative factors, providing inductive and
deductive inferences on the network. We also propose an approach to
extracting relevant nodes as an ordering node list in support of learning a
network, which enhances learning efficiency and reduces learning time. Using

the proposed approach enables us quickly and accurately to localize root cause



of faults and to predict potential problems based on given observations. In
order to estimate the efficiency and accuracy, we give an experimental
demonstration based on analyzing the raw system health measurements and

evaluations on various comparisons, focusing on system reliability.

Keywords: Fault Diagnosis, Prognosis, Preprocessing, Probabilistic

Dependency Analysis, Self—Healing



1. Introduction

With the inherent nature of the Ubiquitous computing system, complexity
appears frequently in all places as the increasing growth in size and flexibility.
More requirements in distributed system make more complexities created [1],
which brings much more burdens and hardness for administrators to handle
abnormities and maintain high system reliability. It is very important to system
manager for managing the computer system and to users for running their
applications successfully. In such a system, for no obvious reason, even with
reliable hardware and software there are always faults which have to be
repaired otherwise computer systems sometimes crash and fail to deliver the
services that have been requested. Thereby, the issue of fault management
emerged, which led to the appearance of autonomic computing or self—
managing systems, including self—healing, self—configuring, self—protecting,
and self—optimizing [2]. One of the essential characteristics of self—healing is
that the system can recover from faults on its own initiative instead of system
administrators’ direct handling, in order to provide higher quality of services
without interruption, which is directly related to system capability and
reliability. System failures are inevitable, but the disruption caused by failure
can be minimized if the system can be repaired quickly. In order for that to
happen, root cause analysis and proactive problem prediction based on
probabilistic dependency an analysis are required in large distributed
computer systems, which are challenging tasks that require rapid and accurate

inferences from potentially huge data volumes [3].



From a fault management point of view, self—healing can be regarded as
consisting of fault detection, fault diagnosis and fault—repair, a series of
processes corresponding to monitoring, analysis, plan, and execution that
perform self—healing capability. When the system fails to deliver correct
services as specified, it is difficult to localize which part of the system is the
source of the problem with uncertain and unobservable knowledge of
environment in which the system is used. Existing techniques such as rule—
based or case—based algorithms are not competent. In some cases, it is not
popular in uncertain domain with missing information and inferring with low
accuracy, and it becomes large size as increasing states [4]. Many fault
management techniques rely on an explicit fault propagation model (FPM) [5]
or cause—effect causality model representing either causal relationships
among events or dependencies among communication entities, and use
deterministic or probabilistic dependency analysis for inferences.

Problem localization is a process of deducing the exact root cause of
problems based on a set of observed information. Clearly, fault diagnosis and
prognosis, which are central aspects of fault management, are critical to
designing an effective self—healing system, by which the system determines
and solves problems automatically. In this paper, we propose an approach to
fault management using Bayesian Network to transform uncertain and complex
system to a compact model, which enable us both to localize the root cause of
problems and predict potential problems under given observations in advance
via probabilistic dependency analysis. However, the quality of modeling a

Bayesian network is quite related to the results of inferences, especially in the



case of that having more factors in a model. In order to model accurate and
efficient Bayesian model with less degrading the quality of learning, ordering
parameters are extracted from preprocessing course, which includes two
phases: parameter selection and parameter ordering. The proposed approach
1s possible to conduct automated system management in complex distributed
system and improve system reliability. We present a demonstration
experimental evaluation of our work through illustration results of
performance measurements. Various comparisons and evaluations prove that
our proposed approach is effective on problem localization for self—healing
and can achieve significant cost savings.

The rest of this paper is organized as follows. First, we first present the
overview of autonomic computing and existing fault management techniques
on which our approach to problem localization is based. Second, we give a
detail description of the proposed approach to fault management for self—
healing, mainly focusing on the improved process and method of modeling
Bayesian network. Third, we examine a straightforward application of learning
network and discuss how to implement problem localization under the
proposed approach. In the last section, we conclude this paper and provide

directions for future research.

2. Related works

Self—-managing system tasks in Ubiquitous environment such as real—time

fault localization and problem diagnosis, call for higher levels of automation.



Although there are already some research efforts on real—time fault
management fields, which conducts large scope of Artificial Intelligent
techniques in self—healing, the topics of root cause analysis and proactive
prediction techniques remain an open research problem since the inherent
variety and the increasing complexity. Many recent studies introduce various
methods for automated system management [6], attempting to explore new
approaches to improve self—healing capability.

IBM research on self—aware distributed systems aims at automating an
increasingly complex and expensive task of real—time problem diagnosis in
large—scale distributed system by using state—of—art machine learning,
probabilistic reasoning and information theoretic approaches. It shows an
architecture of diagnosis system called RAIL (Real—Time Active Inference
and Learning), using a real—time event stream of various observations of the
system’ s behavior and a Bayesian network dependency model [7].

The most current focus of the work is on:

Active diagnosis: Adjusting the probe set dynamically to improve
diagnosis;

Extending local approximation techniques to incremental, real—time
scenarios;

. Handling intermittent failures, dynamic routing, and other nonstationarity
in the network state and behavior using on—line learning;

. Active learning using flexibility in probe selection

The RAIL system makes online inferences about the underlying faults and

performance degradations of the system’ s components that might be difficult



or expensive to measure directly. It also actively requests the most
informative tests to improve the diagnosis and updates the dependency model
using online learning.

The Sun Fire X4500 server features the latest fault management
technologies. This technology is incorporated into both the hardware and
software of the server. Predictive Self Healing introduces a new software
architecture and methodology for fault detection, diagnostics, logging, and
system service management across Sun's product line. There are two major
components in Predictive Self Healing [8]: Fault Management Architecture
(FMA) and Service Management Facility (SMF).

Predictive self healing addresses two problems of commercial IT:

1) Fix problems before they occur

2) Circumvent operational problems with services

Problem localization techniques based on the results of various
measurements are widely used. Two approaches are commonly used in
dependency based methods for fault reasoning and localization: deterministic
approach and probabilistic symptom—fault causality model. One approach
utilizes two concepts, including dependency graphs and dynamic runtime
performance characteristics of resources that comprise I/T environment, to
design algorithms for rapid root cause identification in case of problems [9]. A
novel technique called Action Integrated Fault Reasoning or AIR is presented
to seamlessly integrate passive and active fault reasoning in order to reduce
fault detection time as well as improve the accuracy of fault diagnosis [10].

The technique proposed in [5] isolates the most probable set of faults through



incremental updating of the symptom explanation hypothesis. It uses a
probabilistic model, which makes the technique applicable to systems with a
high degree of non—determinism. A system architecture that adapts to
changing dependencies in a dynamically changing environment of mobile ad
hoc networks is designed, using a dynamic dependency model and hypothesis
search space to incorporate the observed changes [11]. A technique for fault
detection in the perception mechanism of a context—aware ubiquitous system
using Bayesian network is defined in [12], which facilitates the correct
context formation based on perceived data, hence improving overall system
performance. A health engine, the central component of ‘Self—Awareness
and Control’ architecture, combines domain independent statistical analysis
and probabilistic reasoning technology - Bayesian network with domain
dependent measurement collection and evaluation methods [13]. An
automated approach to performance problem localization in service—oriented
systems focuses on causing services that are the most important causes of
slow end—to—end response time [14]. A lightweight Bayesian network model
is adopted to assess the response time degradation caused by services even in
the event of missing data. In [15], an application of Bayesian reasoning using
belief networks to non—deterministic fault diagnosis in complex
communication systems is investigated. It applies two Bayesian inference
algorithms that calculate belief—updating and most—probable—explanation
queries 1n singly connected belief networks to perform fault localization in
belief networks with loops. As structure learning is the main issue when using

Bayesian network method, more researches induce automatically learning
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Bayesian network from data despite instead of manual designed model based
on domain knowledge [16], which may be disputed as it is unalterable and
unable to reflect to the real—time changes of data.

Actually, the existing fault management techniques can be classified into
two categories: dependency based methods and non—dependency based
methods. However, predictive self—healing using non—dependency based
methods such as rule—based or case—based inferences will bring problems
because most of them rarely consider relationships between collected
information, which are inefficient in the case of uncertainty. 1) The larger the
numbers of levels of considering components, the more generated rules are
required, which makes the system experience high overload and low efficiency.
2) All rule or case generations should be user—defined in advanced. 3) All
created rules or cases are impossible to be comprehensive, which implies that
one event occurred may not be included in the existing aggregation. Thereby,
in the case of such an uncertainty, with the fact that there are somewhat
interrelated relationships between various system metrics, we can consider
fault management starting with representing a probabilistic dependency model
among system elements rather than considering them mutually independent in

large scale distributed application domains.

3. Fault Management for Self—Healing

Autonomic computing implies that it has ability to be aware of the

environment and have the ability to learn from previous experiences to
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recover from faults with less human intervention, namely, the capability of
self—awareness. Fault diagnosis and prognosis based on real—time streams of
computer events contribute to self—healing for the purpose of determining
root causes of problems i.e. fault localization and predicting future situations
such as potential problems that going to occur in large scale distributed
computing system, especially in Ubiquitous environment.

In a distributed computing system, real—time status information which
represents real—time system performance events is abstracted and filtered.
Furthermore, fault detection is executed at the same time. After precondition
including parameter selection and ordering, a dependency model using
ordering parameters is constructed through learning from the collected
information. Based on the created model and the symptom information
collected, root cause locations and predicted problems are inferred via
probabilistic dependency analysis after probability propagation throughout the
network. Hence, proper repairs are applied into the target system to repair
faults based on the results of inferences. The overview of fault management

for self—healing is described in Fig. 1.
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Fig. 1. Fault Management for Self—Healing

In this paper, we use probabilistic machine learning method, which is
mainly used as a modeling tool, to propose an inference model structure for
fault diagnosis and prognosis in self—healing system. It inferences the
likelihood that a factor is in one state which is dependent on other factors’
states that reflect the degrees of confidence. In terms of accuracy and
efficiency of diagnosing problems and forecasting potential problems, we can
deal with the data in the raw beforehand then combine prior information for

inference.

3.1 Fundamental and Characteristics of Bayesian Network

Bayesian network or Bayesian belief network 1s a graphical structure to

represent and reason about an uncertain domain, including nodes represent
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random variables of interest in the domain and arcs represent direct influences
l.e. conditional dependencies between variables. It emphasizes that a link
between two nodes does not, and need not, always imply causality, i.e. the
network is not always a causal structure. It only implies a direct influence of
parent node over child node in the sense that the probability of child node is
conditional on the value of parent node, and two nodes may have a link
between them even if there is no direct cause [17]. The formula (1)
expressed below is a simple representation of Bayes’ rule.

PLE|A)-PrA)

PN T rEay pn (D

For more complex problems, it also has a mechanism that can propagate
probabilities via extending Bayes’ Rule throughout the whole network
automatically. If a Bayesian network encodes the true independence
assumptions of a distribution, we can use a factored representation for the

distribution as follows:

Plx ... x ]|=H Fix lx . .0

=1 Pl x | Pal x ] @

Formula (2) shows that instead of the full joint distribution, we need only
the conditional probabilities of a variable given its parents, which is based on
Markov assumption. A distinct characteristic of Bayesian network is that it is
especially useful in uncertainty domains with information about the past and/or
the current situation being vague, incomplete, and conflicting. It’ s easy to
explain how a system arrived at a particular recommendation, decision, or

action as it can represent probabilistic relationships between nodes
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dynamically. Furthermore, Bayesian Network can be run in multiple directions,
including bottom—up and top—down, which features of Bayesian Network are
applied in this paper. Another feature is that it can post evidence to a Bayesian
belief network to predict a result or to diagnose a cause based on analyzing
current beliefs. The evidence is information about a current situation and
beliefs are the probability that a variable will be in a certain state based on the
addition of evidence in a current situation [18].

Learning a Bayesian network B=<G, P> from data consists of learning
Bayesian structure G and learning probabilistic parameter P. Structure
learning is to find the DAG structure G that is most probable to the training
data D. However, there are too many possible numbers of DAGs which is the
difficulty of Bayesian structure learning. The number of possible DAGs for n

nodes is computed as follows:

(3)

Following above formula (3), there will be 3 possible structures for 2
nodes, 25 possible structures for 3 nodes, 29,281 possible structures for
Snodes, etc. It increases exponentially along with increasing number of nodes.
It" s impossible for us to consider and measure all possible structures.
Therefore, finding the most probable structure effectively must be taken into

account when learning Bayesian networks.

3.2 Process of Modeling
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Using Bayesian network algorithm to perform both root cause analysis and
proactive problem prediction functions for self—healing system, we should
emphasize the method of modeling a compact structure by following a defined
process. Bayesian network structure can be created by hand [16] [19], which
1s expensive in terms of time and cost, and also manual designed model may
be disputed as it is unalterable and unable to reflect to the real—time changes
of data. Recently, many researchers have begun to investigate methods for
learning Bayesian network from data automatically to search a structure that
can capture a real—world distribution, and it can deal with missing data and
hidden variables. A learned graph structure provides much insight into the
domain whose knowledge information is collected for learning. Therefore,
learning structure plays an important role in the whole course and has a direct

effect on the final results of probabilistic references.

[ Preprocessing for Structure Learning ] [Parameter Learning ]
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Fig. 2. Process of Bayesian Network Modeling

Obviously, there are mainly two learning phases that includes structure
learning and parameter learning in process of modeling as described in Fig. 2.
To create an efficient and accurate model, a preprocessing step which
provides certain number of parameters and an ordering list of them is
prepared for structure learning which is difficult in diverse domains especially
with more parameters. The nodes and states are determined based on the
selected parameters, and the topology composing is presented as dependency
linking which is learned based on the ordering list. Given the built structure
learning, parameter learning which defines Conditional Probability Table (CPT)
for each node is carried out to form a complete Bayesian network.

Learning structure is more crucial part of the whole course and the final
results are directly related to it. Recently many methods for structure learning
have been developed, finding the structure that is most suitable to training
data. The score based search method uses approximate search algorithms to
construct candidates and measures them using scoring evaluation. The
dependency analysis method starts with analyzing dependency relationships
between nodes to construct a network. However, both methods are not
suitable when there are larger data, which in this case brings overfitting which
1s one of the main issues iIn using machine learning. The overfitting
phenomenon occurs when too many parameters are considered in a given
domain. In building Bayesian network structure, it occurs when considering

too many parameters in structure learning. So in order to solve such problems
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and make structure learning more efficient, we can provide preconditioning

course previously.

Preprocessing

<y -Acertainattributes Relative node

Training = Ordering node list are  selected

O O w _
Data |:||:|[ > (:) Q@m& ordering

Created Bavesian network
—Dependency Analysis —»
—Probabilistic Inference

Fig.3. Preprocessing

Fig.3 depicts the preprocessing before Bayesian network structure
learning. Given training data, it selects certain relative factors with ordering,
and then enters into the step of structure learning, on which probabilistic
dependency analysis are based.

There are two phases included in preprocessing. First, from the given
large dataset with more parameters, it can only consider factors that are more
relative with focusing problems, i.e. choose relative factors describing the
domain. We can downsize the number of factors by using information theory
method to analyze relationships or clustering or other approaches. After
determining certain factors, it arranges them in a special order, which means

anterior one has direct influence on the posterior one in the same direction of
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arrow, by analyzing information gain between pairs of observing data.
However, it emphasizes the assumption 1s that problematic parameters are
independent of each other when learning structure. All parameters in the
ordering lists are able to have influence on each problematic parameter;
thereby each problematic problem has the same ordering list only with each
different problematic factor as the last one, which implies that all the factors in
front of it could be a parent node of the last one. The pseudo code of the

ordering algorithm is described as follows.

Inpndt: Separate ohserving pararneters from probleratic pararaeters stored in set 5= {¥1 . VW, P1. Pra}.
Cratpt: An ordering list with a certain nuraber of parameters
1) Select a certain ohserving parameters with high relevance to problematic parameters.
for each problernatic pararmeter Fj( j= 1 to m) do
fori=1tonda
corpute information gaim G = Gain VLP)) = H{Pj-H{VLP) (H() means entropy)
end for
ramk, pararceters with Gij from raxdrora to mindroim and save thera to list 1
end for
Corbire all lists Lj {j =1 to m), select observing paraweters with the mean mformation gain exceeds
defined threshold walue.
Return the selected parareeters and all problernatic parameters. 5= {V1..VE P1. Pra} (k=n)
2) Make an ordering list for the selected ohserving parameters in set 5°
Initialize get 57°={W1,..,Vk} exrept for problematic paraeters; pair set P={erptyr}; list L={ ervptyr}
Select two pararaeters Viand Vo from the head of set 5377 (xl=y)
Corepate Caini Ve, V) and Graind WV, V) for each pair, put pair V= V) with larger Gain into get P
stop when there is close loop, run until all parameters in set 577 are considered.
Sort the pairs inset 577 to an single ordering list L
Retuwm an ordering list L ooy with observing pararaeters

Applying ordering node list into the next step of learning, for score based

search method, it can reduce the entire search space when adding link to
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construct network, as a node can be parent only of node which is behind it
according to the ordering node list; for dependency analysis method, it can
reduce computing complexity as the number of nodes i1s decreased and

determine the direction between two nodes.

3.3 Method of Structure Learning

In this paper, an ordering node list with certain parameters is used as input
to create a fine—grained model by analyzing conditional independency
evaluation, which determines dependency relationships between all pairs of
nodes. It should be stressed at this point that Bayesian network implies
conditional independencies via showing conditional probability tables for leaf

nodes having direct parent nodes.

Inpnd: & certain pararneters with special ordering
Crufpntt: & Bayresian network

Iratialize a graph G (V, E) where V= {a certain parameters}, pair st 7 = (&) Edge F = (&} .
Foreach (x  x %yl (except for pairs of problematic pararneters)
Cormpute roatual irdornation. ) ' Fxx)
Kx.x)= Plx.xilog [ ———)
2 2P g Py
For all the pair of nodes that hase rutual inforeeation greater than a certain threshold £, sort them and
put these pairs of nodes into list L from large to small.

Get pair of nodes one by one in list L and reroove thern from it Add the corresponding arcs to E with
direction of arcs according to the ordering node list.

Repeat ahove procedure mntil list L is empty.
Betwrn a Bayesian network based on arcs inset E.

Bayesian network structure learning from data presents an efficient
algorithm based on the conditional independence (CI) test to measure
dependency relationships [20]. In this paper, one of the structure learning

mechanisms, which begin with the definition of Bayesian network, is based on
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computing mutual information introduced in the Information Theory for pairs
of nodes to reflect different degrees of dependency relationships among them.
A threshold is given to determine the existence of probabilistic dependency

relationship between nodes.

4. Experiment and Evaluation

Following the rapid growing internet systems in the Ubiquitous computing
era, violations of service level objectives [21] are related to reliability of
system and quality of service. As automated management capability described
in self—healing, when there are faults such as bottlenecks, violation of Service
Level Objectives occurred, the system should find which factor is directly
related to them and affect high level performance of system automatically, by
analyzing observed parameters consisting of performances of individual
servers or processes, capability of network, hardware and software, dynamic
variation resource utilizations by different types of client requests, and
temporary traffic situation. Thereby, they can be used to determine which part
of the system is responsible for current fault of the system, then it is repaired
appropriately; oppositely, the collected information can be used to forecast

system potential problems, preventing them in advance.
4.1 Experimental Illustration

In our experiment, it collects and filters data of interest that can be used for

analysis, including CPU, memory, disk utilization, count of client, package

21



volume, bandwidth logged in a server and detects information such as
threshold wviolation in response time and throughput, on which we rely to
analyze and control system management for providing high quality of service
and performance. After collecting sample data, each parameter should be
categorized into corresponding classes according to given criteria, such as
High, Medium, Low for performance parameters and Error, warning, normal

for problematic parameters, as shown in Table 1.

Table 1. Classified parameters

N CPU | RaM | Disk | Bandwidth | PacketVaolume | ClientCount | Throughput | Responsetime |
LA edium Low Medium kedium High Medium Mormal Marrnal
| |Medium Law Law Medium High Medium Mormal Error
| |Low High High Medium High High Warning Mormal
| |Low High Medium Medium Medium Medium Mormal Error
___|High Loy Medium Medium Mledium High Maormal Marrnal
__|Medium Loy High High Mledium High Maormal Marrnal
. |Low Loy Medium High High [ ‘Warning Marrnal
. |Low Lowr Medium Medium Medium Lo Warning Errar
___|High Lowr Itediumm Medium tledium High Maormal Marrnal
Medium Medium Medium Medium Loy Lo Error Marmal
| |Medium Low High Medium Low Medium Mormal Warning
__|Medium High High Medium Low Medium Errar Morral

We take above parameters as input to create node ordering with certain
number of parameters which are highly related to problematic parameters.
After learning on the training data, the result of selecting relative parameters

is:
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Then the observing parameters are ranked by using the proposed
approach to output a node ordering list without problematic parameters, as

follows:

With the predefined assumption, the problematic parameters response
time and throughput are independent of each other. From the above ordering
list, it implies that the node orderings can be used when constructing a

Bayesian network.

The flowchart of the preprocessing is shown in Fig. 4 as follows:
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Fig. 4. Flowchart of Preprocessing

From Fig. 5 we can see that the created structure is a compact hierarchy
model after learning from certain parameters and ordering list. Comparing with
traditional double—deck cause—effect structure of Naive Bayesian network, it
also discovers internal dependency relationships among causal parameters in
the network structure, which makes the results of inferences more accurate.

The next learning phase is parameter learning given structure and training
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data i.e. fixing conditional probabilities for each node. Fig.6 describes the

complete Bayesian network after parameter learning.
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Fig.5. Structure Learning Fig.6. Parameter Learning

Given the convinced states of several parameters, and it makes the known
state with assured belief, which operation can change beliefs of all nodes that
related to such one node after probabilities being propagated throughout the
whole network. As mentioned above, the evidence is information about a
current situation, and belief is the probability that a variable will be in a certain
state. According to them, we can find the answer which we need by adjusting
the beliefs of states of one node, and also can discover that how the nodes
affect each other.

For instance, when a violation of response time is observed, which means
that it makes response time be of ‘error state, we have the evidence of
response time by changing the belief of ‘error’ state of response time with

100% and the other states with 0%. After then, the most probable impact
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factor can be decided by finding the ‘low’ state of one node with max
probability comparing to the worse states of other nodes, namely ‘low’

state of bandwidth. Therefore, we can say that the root cause of response
time is bandwidth, and the causal factors can be ranked from max probability
to min probability of ‘low’ state. The propagation of probabilities is shown

in Fig. 7.

Fig. 7. Bottom—up Probability Inference for Diagnosis

On the other hand, when the utilization of CPU resource arrives over 95%
which means that it belongs to ‘high’ state, so we adjust the believe of
‘high’” state of CPU to 100% evidence. Then we can see that the probability
of ‘error’ state of throughput gets up to the max one, which stands for that
there will be a fault of throughput appeared in coming time. The changed

probabilities propagation is showed in Fig. 8.
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L6

Fig. 8. Top—down Probability Inference for Prediction

Applying the testing data to the model, the rate of validity is up to over
85%. These results derived from diagnosis and prognosis are very helpful for
system to take correct repairs to figure out faults or to avoid potential faults
in advance. From the probabilistic network, it s easy for us to understand
how the factors affect each other by changing the evidences of nodes with

dynamic representation.

4.2 Evaluations

For proving the effects of the proposed Bayesian network approach to fault
management for self—healing in performance evaluation, we apply testing data
into the built model then compare the results with actual results. At first, we
evaluate time consumption of structure learning and error rate given different
numbers of parameters, showing that the obvious effect when using a certain
number of parameters that are highly related with the domain. From Fig. 9, as
the number of parameters grows, the time consumption mounts up but the

error rate of detecting faults drops, and we can find that the number of
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parameters corresponding to the crossing of two elements can be chosen as

the appropriate quantity of considering parameters in such domain.
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Fig. 9. Evaluation with Different Number of Nodes

Comparisons of time consumption and accuracy are evaluated in the case
of selecting certain parameters applying preprocessing or not. Table 2 can tell
us that with node ordering list, there are both improvements on time

consumption and accuracy of inference results.

Dimensions Time consumption (sec) |Accuracy (%)
with node ordering 15.48 90.3
without node ordering 16.37 85.2

Table 2. Comparison on cases with and without node ordering

For accuracy of root cause analysis, we estimate the position of the exact

cause of current problems in the rankings that include all causal parameters

after inferences with different numbers of parameters. Like the results
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showed in Table 3, the average ranks of root causes with ordering are quite

close to that without ordering.

Table 3. Accuracy of root cause analysis

Root cause in ranking|Root cause in ranking
Numbers of Causal Parameters
With ordering Without ordering
6 0.9 0.8
10 1.5 1.4
15 1.5 1.6
20 1.7 1.8

Table 4. Comparisons of structure learning methods in Bayesian network

Manual construction Scoring based method Dependency analysis method
Requirements Expert  knowledge & Scoring measurement & Search Conditional information
Domain knowledge algorithm (e.g. Greedy) measurement Domain knowledge
Advantages Easy to construct Efficient for dense structure Efficient for sparse structure
network

Disadvantages Domain experts are Time consuming Computing Need to define a threshold to
lacking; complexity decide relationship among nodes
Difficult to reflect real

time data dynamically.

Node Experts decide Reduce possible structures Minimize computing complexity
Selection relationships
Node ordering No need Reduce search space (selectDetermine the direction between

parent of one node before it)  two nodes

As shown in Table 4, the comparison of structure learning under given

certain quantity of parameters shows that taking an ordering list as input of

29



structure learning can bring high efficiency and accuracy whatever leaning

methods are used.

5. Conclusion

In this paper, an approach to fault management using Bayesian network is
proposed to provide both diagnosis and prognosis function for self —healing in
Ubiquitous computing environment. In order to improve the performance of
learning with domain knowledge, a preprocessing step which reduces the size
of parameters is added to improve the whole process of Bayesian network
modeling. Using the proposed methods, we can transform a complex system
into a compact model with high efficiency and accuracy, on which we depend
to make inference via probabilistic dependency analysis. In contrast to other
existing researches on using Bayesian network, it can process input data in
advance, which is implemented with high accuracy to improve the efficiency of
structure learning. In order to prove availability of the proposed approach, we
perform it in the system performance domain to achieve automated system
management and make various comparisons under different conditions.

As ongoing work we will continue to research on probabilistic dependency
analysis, including designing an integrated version of diverse fault
management techniques. Autonomic problem localization requires a mechanism
that should be proactive, all around and accurate. There are many
algorithms[22] [23] used in various fields for machine learning, including

time—series, decision Tree, case—based reasoning, rule based reasoning and
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so on. Following these methods, it can provide multiple functions in fields of
diagnosis, prediction, fault isolation and recovery. Furthermore, combining
region—based and block—based techniques, we can develop a procedure for
content—based fault management and retrieval system for self—managing with

improved accuracy.
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